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A monolithic phase-field model of a fluid-driven fracture in a nonlinear poroelastic medium

C.J. van Duijn ¹, Andro Mikelić ² and Thomas Wick³

Abstract
In this paper we present a full phase field model for a fluid-driven fracture in a nonlinear poroelastic medium. The poroelastic medium contains an incompressible elastic skeleton and the pores a filled with an incompressible viscous fluid. The regime is quasi-static and the permeability depends on the porosity, are being itself a function of the skeleton volume strain. In our previous work (see²⁵ [A. Mikelić, M. F. Wheeler, T. Wick: Phase-field modeling of a fluid-driven fracture in a poroelastic medium, Computational Geosciences, Vol. 19(2015), no. 6, 1171-1195]) we considered a fully coupled system where the pressure is determined simultaneously with the displacement and the phase field, for the linearized quasi-static Biot equations. For the new model, we establish existence of a solution to the incremental problem through convergence of a finite dimensional approximation. Furthermore, we construct the corresponding Lyapunov functional that is linked to the free energy. Computational results are provided that demonstrate the effectiveness of this approach in treating fluid-driven fracture propagation. Specifically, our numerical findings confirm differences with test cases using the linear Biot equations.
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Introduction
In this paper, we further develop phase-field models for fluid-driven fractures in porous media. To the best of our knowledge, existing models use the linear Biot equations, e.g.,⁶,¹⁸,¹⁹,²¹,²²,²⁴. Here we extend previous work⁰,²⁵ by considering a phase-field model that uses nonlinear Biot equations in which the permeability depends on the porosity (and thus on the displacements). We formulate a fully coupled system in which the displacement and phase-field variables \((u, \varphi)\) and the pressure \(p\) are treated simultaneously. This allows us to introduce a free energy functional.

In contrast to²³ -²⁴, the phase field approach presented here does not require high regularity of the variable \(\varphi\). Hence it can be used in a more general setting.

Mathematical model: pressure equations and poroelasticity
In this section, we present the equations and additional conditions that describe the problem of a fluid driven crack surrounded by poroelastic material. The primary unknowns of the problem are the fluid pressure \(p_R\) in the porous medium, its displacement \(u\) and the fluid pressure \(p_F\) in the crack. An equation for \(p_R\) results from the mass-balances of the fluid and the solid in the porous domain. The displacement \(u\) and the pressure \(p_R\) are related with the classical quasi-static Biot equations. The pressure \(p_F\) in the crack results from a lubrication approximation since cracks or fractures generally are "penny" shaped: they extend in two directions and are thin in the orthogonal cross direction.

We treat in some detail the derivation of the mass balance equation in the poroelastic medium, at which we follow¹, ²⁰ and ²⁷. At various stages of the derivation, the equations are simplified. Throughout, however, we consider the permeability to be a function of the porosity. This dependence results in a nonlinear coupling of the equations. We start with some geometrical considerations.

Geometry
Let \(C\) denote any open set homeomorphic to an ellipsoid in \(\mathbb{R}^3\) (a crack set). Its boundary \(\partial C = \Gamma\) is a closed surface.

In most applications \(C\) is a curved 3D domain, with one dimension significantly smaller than the other dominant two. An example is a penny shaped crack.

The crack set \(C\) is surrounded by the poroelastic domain \(\Omega = B \setminus \mathcal{C}\), where \(B = (0, L)^3\).
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In much of the fracture propagation literature, see e. g. \(^1\) and \(^2\), the cracks are treated as lower dimensional manifolds in which lubrication theory is applied to describe the fluid flow (see \(^3\)). However, the interaction of the poroelastic biphasic medium with the fluid flow is not well understood. Therefore, we consider \(C\) as a thin 3D object to which we apply the lubrication approach. As a result, we obtain an expression for the permeability in the crack. The model is completed by introducing a Griffith-type surface energy, which we use in a lubrication approach. As a result, we obtain an expression in which lubrication theory is applied to describe the fluid flow (see \(^4\)).

The boundary of \(B = (0, L)^3\) is denoted by \(\partial B\), which is divided into open 2D surfaces \(\partial_D B\) and \(\partial_N B\), with smooth boundaries, in the way that \(\partial B = \partial_D B \cup \partial_N B\). On \(\partial_D B\) Dirichlet boundary conditions are imposed and on \(\partial_N B\) Neumann conditions, respectively. We assume that \(\text{meas}(\partial_D B) > 0\). On \(\partial_D B\) the displacement and fluid flux is prescribed, on \(\partial_N B\) a load and the fluid pressure. The boundary conditions are given smooth functions.

**Porous Medium**

We assume that the porous domain \(\Omega\), having porosity \(n\), is fully saturated with a fluid of density \(\rho_R\). Let \(v_R\) denote the average fluid velocity in the pores. Then \(\mathbf{q}_R = n \mathbf{v}_R\) is the specific discharge of the fluid and \(\mathbf{j}_R = \rho_R \mathbf{q}_R = n \rho_R v_R\) its mass flow.

In the Darcy law, the velocity is considered relative to the movement of the skeleton. To this end we write

\[
\mathbf{v}_R = v_{R,r} + \mathbf{v}_s,
\]

where \(v_{R,r}\) is the fluid velocity relative to the velocity \(v_s\) of the skeleton.

**Remark 1.** If \(x = x(\xi,t)\) denotes the location of a solid particle starting at \(x(\xi, 0) = \xi\), one has \(v_s = \partial_t x|_\xi\).

With (1) the specific discharge reads

\[
\mathbf{q}_R = \mathbf{q}_{RD} + n \mathbf{v}_s,
\]

where \(\mathbf{q}_{RD}\) is the Darcy discharge given by

\[
\mathbf{q}_{RD} = \mathbf{k} p_R n^3 \frac{n^3}{(1-n)^2} (\frac{\eta_R}{\rho_R} - \nabla p_R).
\]

Here \(\mathbf{k}\) is the absolute permeability tensor (a positive definite second order tensor) and \(k_R(n)\) is a function describing the porosity dependence of the permeability. Furthermore, \(\eta_R\) is the fluid viscosity, \(p_R\) the fluid pressure and \(g\) the gravity vector. The function \(k_R : [0, 1] \to [0, +\infty)\) is smooth and strictly increasing. If \(\ell\) is the characteristic pore size, a well-known example is the Kozeny-Carman relation (see e. g. \(^3\))

\[
k_R(n) = k_{\text{ref}} \frac{n^3}{(1-n)^2}, \quad k_{\text{ref}} > 0,
\]

where \(k_{\text{ref}}\) is proportional to \(\ell^2\). Another example is \(k_R(n) = k_{\text{ref}} n^{\nu/3}\), valid for an array of cylinders (see \(^7\)). The range of validity of expression (4) is \(0.35 \leq n \leq 0.67\). To have it defined on \([0, 1]\) we propose the extension (see also \(^7\)):

\[
k_R(n) = \begin{cases} 
k_{\text{ref}} \frac{n^3}{(1-n)^2}, & \text{for } 0 < n_* < n < n^* < 1, \\ k_{\text{ref}} \left(\frac{n}{n^*}\right)^{\nu/3}, & \text{for } n \geq n^*, \\ k_{\text{ref}} \frac{n^3}{(1-n_*)^2}, & \text{for } n \leq n_*, 
\end{cases}
\]

Corresponding to (1) we have the mass flux

\[
\mathbf{j}_R = \mathbf{j}_{RD} + n \rho_R \mathbf{v}_s.
\]

Next, we consider the mass balances. For the porous medium fluid we have

\[
\partial_t (n \rho_R) + \text{div} \mathbf{j}_R = Q,
\]

where \(Q\) denotes a source/sink term, and for the solid

\[
\partial_t (\rho_s) + \text{div} (\rho_s \mathbf{v}_s) = 0.
\]

In (8), \(\rho_s\) is the density of the skeleton material. Using (6) in (7) gives

\[
\partial_t (n \rho_R) + \text{div} (n \rho_R \mathbf{v}_s) = -\text{div} \mathbf{j}_{RD} + Q
\]

or

\[
\partial_t (n \rho_R) + \mathbf{v}_s \cdot \nabla (n \rho_R) + n \rho_R \text{div} \mathbf{v}_s = -\text{div} \mathbf{j}_{RD} + Q.
\]

Introducing the material derivative

\[
\frac{D}{Dt} = \partial_t + \mathbf{v}_s \cdot \nabla,
\]

we obtain the Lagrangian form of (7) and (8)

\[
\frac{D(n \rho_R)}{Dt} + n \rho_R \text{div} \mathbf{v}_s = -\text{div} \mathbf{j}_{RD} + Q
\]

and

\[
\frac{D(\rho_s)}{Dt} + (1-n) \rho_s \text{div} \mathbf{v}_s = 0.
\]

From (11) we deduce

\[
\frac{Dn}{Dt} = \frac{(1-n)}{\rho_s} \frac{DP_s}{Dt} + (1-n) \text{div} \mathbf{v}_s.
\]

Substituting this into (10) gives

\[
n \frac{DP_R}{Dt} + \rho_R \left(\text{div} \mathbf{v}_s + \frac{(1-n)}{\rho_s} \frac{DP_s}{Dt}\right) = -\text{div} \mathbf{j}_{RD} + Q.
\]
Equations (11) and (12) are the rewritten mass balance equations. They contain, as an a priori unknown, the skeleton deformation velocity \( v_s \). If \( u \) denotes the displacement of the skeleton, then

\[
v_s = \frac{Du}{Dt},
\]

(13)

To determine \( u \) we introduce the well-known quasi-static Biot equations (see references 8 and 28)

\[
-\text{div} \left( \sigma_{\text{por}} \right) = \rho_0 g,
\]

(14)

where

\[
\sigma_{\text{por}} - \sigma_0 = \mathcal{G} e(u) - \alpha p_R k.
\]

(15)

Here \( \sigma \) is a total stress tensor, \( \rho_0 = \rho R + (1-n) \rho_s \) the bulk density of the porous medium, \( \mathcal{G} \) the Gassmann tensor (symmetric positive definite rank–4 tensor), \( e(u) \) the strain tensor and \( \alpha \in [0, 1] \) the Biot coefficient. Further, \( \sigma_0 \) is the reference state of the total stress.

For simplicity, we restrict ourselves to the case of linear elasticity, where the effective stress tensor \( \sigma' \) is given by

\[
\sigma' = \mathcal{G} e(u) = 2 \mu e(u) + \lambda tr(e(u)) I = 2 \mu e(u) + \lambda \text{div} \, u I,
\]

where \( I \) is the identity matrix, \( tr(\cdot) \) the trace operator, and \( \mu \) and \( \lambda \) are Lamé's parameters. They are linked to Young's modulus \( E \) and Poisson's ratio \( \nu_s \) by

\[
\mu = \frac{E}{2(1+\nu_s)} \quad \text{and} \quad \lambda = \frac{E \nu_s}{(1+\nu_s)(1-2\nu_s)}.
\]

To close the system (11), (12) and (14)-(15) we need constitutive relations for \( \rho R \) and \( \rho_s \). As in Lewis-Schrefler 29 or Rutquist 27 we suppose

\[
\rho R = \rho R(\rho R),
\]

(16)

with \( c_R = \frac{d\rho R}{d\rho} \geq 0 \) denoting the fluid compressibility, and

\[
\frac{\rho_s}{\rho_{s0}} = 1 + \frac{\rho_R - \rho_{R0}}{K_s} \cdot \frac{(1-n)3K_s}{\lambda (1-n)2\mu \text{div} \, u},
\]

(17)

where \( K_s \) is the bulk modulus of the skeleton material and \( \rho_{s0} \) and \( \rho_{R0} \) are reference values. Having a finite but large \( K_s \) means that the skeleton is weakly compressible. As a consequence, \( \rho_s > 0 \).

Hence, the system (11), (12) and (14)-(15), together with (16) and (17), yields a coupled system of nonlinear PDE's for the unknowns \( n, \rho R \) and \( u \).

The important parameters and unknowns are listed in the Table 1.

In the following, we make a number of simplifications:

A. Let \( T, L \) and \( u_c \) be characteristic values of time, length and displacement, respectively. Then we have, with \( u_c/T \) being the characteristic skeleton velocity,

\[
\frac{D}{Dt} = \frac{1}{T} \left( \partial_t + \frac{u_c}{L} \nabla v_s, \nabla \right),
\]

where the term \( \partial_t + \frac{u_c}{L} \nabla v_s \cdot \nabla \) on the right hand side is dimensionless. Since we are in the linear elastic regime we have \( u_c/L \ll 1 \). This allows us to replace \( D/Dt \) by \( \partial_t \) in equations (11) and (12).

The result is

\[
\partial_t ((1-n)\rho_s) + (1-n)\rho_s \text{div} \, v_s = 0
\]

(18)

and

\[
n \partial_t \rho_R + \rho R \left( \text{div} \, v_s + \frac{(1-n)}{\rho_s} \partial_t \rho_s \right) = -\text{div} \, j_{RD} + Q.
\]

(19)

Equation (18) can be integrated to give

\[
(1-n)\rho_s = (1-n_0)\rho_{s0} e^{-\int_0^t \text{div} \, v_s(x,t) \, dt},
\]

(20)

where \( 0 < n_0 < 1 \) is the porosity at \( t = 0 \). This equation shows that the porosity has the natural upper bound

\[
n < 1.
\]

Within the validity of the approximation we may write

\[
\text{div} \, v_s = \partial_t \text{div} \, u.
\]

(21)

Using this in (20) gives

\[
(1-n)\rho_s = (1-n_0)\rho_{s0} e^{-\text{div} \, u}. \tag{22}
\]

Here we assumed that the displacement \( u = 0 \) in the initial reference state. Expressions (17) and (22) allow us to write \( n \) in the terms of \( \rho R \) and \( \text{div} \, u \). In a linearized sense this gives

\[
n = n_0 + (1-n_0) \frac{\rho_R - \rho_{R0}}{K_s} \left( 1 - \frac{3\lambda + 2\mu}{(1-n_0)3K_s} \right) \text{div} \, u. \tag{23}
\]

Substituting this relation, or the general nonlinear form, into equation (19) yields a nonlinear equation in terms of \( \rho R \) and \( \text{div} \, u \).

B. Incompressible grains: \( K_s = +\infty \).

Then from (17) we have

\[
\rho_s = \rho_{s0} = \text{constant in time},
\]

(24)

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Quantity</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>( u )</td>
<td>Solid displacement</td>
<td>m</td>
</tr>
<tr>
<td>( p_R )</td>
<td>Fluid pressure: ( i=R(\text{rock}), i=F(\text{fracture}) )</td>
<td>Pa</td>
</tr>
<tr>
<td>( \sigma_{\text{por}} )</td>
<td>Total poroelasticity tensor</td>
<td>Pa</td>
</tr>
<tr>
<td>( e(u) )</td>
<td>Linearized strain tensor</td>
<td>–</td>
</tr>
<tr>
<td>( \mathcal{G} )</td>
<td>Permeability tensor porous domain</td>
<td>Darcy</td>
</tr>
<tr>
<td>( k_{R} )</td>
<td>Relative permeability: ( k_R = k_R(n) )</td>
<td>–</td>
</tr>
<tr>
<td>( \mathcal{G}_R )</td>
<td>Permeability tensor fracture</td>
<td>Darcy</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>Biot's coefficient</td>
<td>–</td>
</tr>
<tr>
<td>( \eta_i )</td>
<td>Fluid viscosity: ( i=R(\text{rock}), i=F(\text{fracture}) )</td>
<td>kg/m sec</td>
</tr>
<tr>
<td>( g )</td>
<td>Gassman rank-4 tensor</td>
<td>Pa</td>
</tr>
<tr>
<td>( \rho_i )</td>
<td>Fluid density: ( i=R(\text{rock}), i=F(\text{fracture}) )</td>
<td>kg/m^3</td>
</tr>
</tbody>
</table>

porosity | – |
and from (22)
\[ 1 - n = (1 - n_0) e^{-\text{div} \mathbf{u}}. \] (25)

Linearizing yields
\[ n = n_0 + (1 - n_0) \text{div} \mathbf{u}. \] (26)

Using (24) and (26) in (19) yields the nonlinear pressure equation
\[ n c_R \partial_t p_R + \rho_R \text{div} \partial_t \mathbf{u} = -\text{div} \left( \frac{K_R K_R(n) \rho_R}{\eta_R} (\rho_R \mathbf{g} - \nabla p_R) \right) + Q, \] (27)
where \( c_R = c_R(p_R), \rho_R = \rho_R(p_R) \) and \( n \) satisfies (25) or (26).

C. Incompressible fluid: \( \rho_R \) is constant.

Then \( c_R = 0 \) and one is left with
\[ \text{div} \partial_t \mathbf{u} + \text{div} \left( \frac{K_R K_R(n)}{\eta_R} (\rho_R \mathbf{g} - \nabla p_R) \right) = Q_R. \] (28)
where \( Q_R = Q/\rho_R \).

Fracture

The fracture \( \mathcal{C} \), which is surrounded by the poroelastic body \( \Omega \), contains fluid only. Since fractures in general have a flat shape (they usually extend in two directions and are flat in the orthogonal cross direction), they are often treated as lower dimensional objects in classical fracture mechanics. In these lower dimensional objects; one then applies a lubrication approximation when fluid is present, as in the case of porous media.

Since it is difficult to couple the lower dimensional fracture equation with the 3D poroelasticity equations, one formulates a 3D Darcy law in the fracture as well. This approach was developed in\(^{24}\). The derivation of the 3D Darcy law uses the lubrication approach in which one keeps the variable in the cross direction. Clearly, the obtained law depends on the choice of the flow condition at the fracture boundary \( \Gamma \).

If one imposes that away from the tip the fracture boundary moves with the velocity \( \mathbf{v}_s \) of the skeleton and that the fracture fluid satisfies a no-slip condition at \( \Gamma \), then the results from\(^{24}\) apply. Supposing a tangential slip of the fluid flow at \( \Gamma \), for instance the tip velocity of the crack, would give additional terms in the effective 3D Darcy law.

The method developed in\(^{24}\), which uses ideas from classical lubrication theory (e.g. Hamrock et al\(^{14}\)), yields the following results.

Let \( \{x_1, x_2, x_3\} \) form a local orthogonal coordinate system in which we describe the fluid fracture \( \mathcal{C} \). With reference to Figure 2, the width of the fracture is given by
\[ w(x_1, x_2, t) = h^{(2)}(x_1, x_2, t) - h^{(1)}(x_1, x_2, t). \]

At \( \Gamma \) and away from tip one has
\[ \mathbf{q}_F \cdot \mathbf{n} = \partial_t \mathbf{u} \cdot \mathbf{n}. \]

For \( x_3 = h^{(2)} \) this implies to leading order
\[ \partial_t u_3 = \partial_t h^{(2)} = q_{F3}. \]
Supposing that the fluid in the fracture is incompressible as well, the pressure \( p_F \) satisfies the mass conservation equation

\[
\text{div} \, q_F = \text{div} \left( -\frac{K_F}{\eta_F} (\nabla p_F - \rho_F g) + \mathcal{V} \varepsilon_3 \right) = Q_F, \tag{36}
\]

where \( Q_F \) is a source/sink term in the fracture.

### Interface Conditions

The composite domain \( \mathcal{C} \cup \Gamma \cup \Omega \) can be seen as an effective porous medium with an interface \( \Gamma = \Gamma(t) \) (the boundary of the fracture) across which the fluid density and the porosity may be discontinuous: \( \rho_R \neq \rho_F \) for certain applications and \( n_F = 1 > n \).

Considering the mass balance for the fluid in \( \mathcal{C} \cup \Gamma \cup \Omega \)

\[
\partial_t (n \rho) + \text{div} (n \rho q) = 0,
\]

we have the Rankine-Hugoniot condition at \( \Gamma \)

\[
\mathbf{v}_\Gamma \cdot \mathbf{n} = \left[ \frac{n \rho q}{\rho} \right] = \frac{\rho_R q_R \cdot n - \rho_F q_F \cdot n}{n \rho_R - \rho_F} \big|_{\Gamma(t)}. \tag{37}
\]

Here \( \mathbf{v}_\Gamma \) is the velocity of \( \Gamma(t) \) and \( \mathbf{n} \) the unit normal to \( \Gamma(t) \).

\[
\Gamma(t) \quad \quad \begin{array}{c}
\Omega \\
\rho_R, q_F \quad n < 1 \\
\rho_F, q_F \\
\mathcal{C} \\
\end{array} \\
\end{array}
\]

\[
\begin{array}{c}
\mathbf{v}_\Gamma \\
e_n
\end{array}
\]

**Figure 3.** Movement of the fracture boundary \( \Gamma(t) \)

In expression (37) \( q \) denotes the absolute discharge. At the tip of the fracture the elasticity assumption fails and plastic deformation determines the behavior. In the next section we introduce the phase field approach to deal with this situation. Away from the tip linear elasticity behavior holds and we have for the velocity of the interface

\[
\mathbf{v}_\Gamma = \frac{\partial \mathbf{u}}{\partial t} \mid _{\Gamma} = \mathbf{v}_s \mid _{\Gamma}.
\]

Thus at these points of \( \Gamma(t) \) where this holds

\[
q_R = q_{RD} + n \mathbf{v}_\Gamma. \tag{38}
\]

Since \( q_F \) satisfies (29) and \( \mathcal{V} \mid _{x_3=h^{(i)}} = \partial_i h^{(i)} \) for \( i = 1, 2 \), we have at \( \Gamma(t) \)

\[
q_F = q_{FD} + \partial_i h^{(i)} \varepsilon_3, \quad i = 1, 2.
\]

To the leading order this implies

\[
q_F = q_{FD} + \mathbf{v}_\Gamma. \tag{39}
\]

In (38) and (39), \( q_{RD} \) and \( q_{FD} \) are given by, respectively, (3) and (30). With (38)-(39), the Rankine-Hugoniot condition (37) reduces to the interface condition

\[
\rho_F q_{FD} \cdot \mathbf{n} = \rho_R q_{RD} \cdot \mathbf{n} \tag{40}
\]

on the moving interface \( \Gamma(t) \). This condition is supplemented by pressure continuity

\[
p_R = p_F \quad \text{at} \quad \Gamma(t), \tag{41}
\]

and normal stress continuity

\[
\sigma^{\text{por}} \mathbf{n} = -p_F \mathbf{n} \quad \text{at} \quad \Gamma(t). \tag{42}
\]

Condition (40) is used in Sec 2.3. Condition (41) is a simplification of the pressure interface conditions. More careful modeling by upscaling indicates the presence of an additional term as for instance in the slip law by Beavers and Joseph. We do not dwell on this question here. For a different modeling of the interface fracture/surrounding medium, we refer to and references therein.

### Mathematical model: phase field formulation

Since we are primarily interested in a fracture propagating due to pressures induced by water injection, we keep the source/sink terms in the equations, set the reference stress \( \sigma_0 = 0, \alpha = 1 \) and disregard gravity effects. We summarize the resulting equations.

In the poroelastic domain \( \Omega \), we have

\[
\text{div} \partial_t \mathbf{u} - \text{div} \left( \frac{K_R(n)}{\eta_R} \nabla p_R \right) = Q_R, \tag{43}
\]

\[
- \text{div} \sigma^{\text{por}} = 0, \quad \sigma^{\text{por}} = G_e(\mathbf{u}) - p_R \mathbf{n}. \tag{44}
\]

In the thin fracture \( \mathcal{C} \), we have

\[
\text{div} \left( -\frac{K_F}{\eta_F} \nabla p_F + \mathcal{V} \varepsilon_3 \right) = Q_F, \tag{45}
\]

where \( K_F \) is given by (34)-(35).

The coupling at the fracture boundary \( \Gamma \) is given by

\[
p_R = p_F; \quad \sigma^{\text{por}} \mathbf{n} = -p_F \mathbf{n} ; \quad \rho_R \frac{K_R(n)}{\eta_R} \nabla p_R \cdot \mathbf{n} = \rho_F \frac{K_F}{\eta_F} \nabla p_F \cdot \mathbf{n}. \tag{46}
\]

These equations and coupling conditions describe the elastic (i.e. small displacement) behavior of the system. In particular, the movement of the fracture boundary \( \Gamma \) is given by \( \frac{\partial \mathbf{u}}{\partial t} \big| _{\Gamma} \). Hence only small displacements are allowed.

System (43)-(47) is studied in a weak form which does not involve the fracture boundary \( \Gamma(t) \). We set

\[
p = \begin{cases} p_R & \text{in} \quad \Omega, \\ p_F & \text{in} \quad \mathcal{C}, \end{cases} \tag{48}
\]

and have the following result:

**Proposition 2.** For a given fracture \( C(t) \), let \( \{ \mathbf{u}, p \} \) be a smooth solution of (43)-(47), satisfying the boundary conditions

\[
-\frac{K_R(n)}{\eta_R} \nabla p \cdot \mathbf{n} = \sigma^{\text{por}} \mathbf{n} \quad \text{on} \quad \partial_D B, \tag{49}
\]

\[
G_e(\mathbf{u}) \mathbf{n} = \tau + \rho^{\text{bdry}} \mathbf{n} \quad \text{and} \quad p = p^{\text{bdry}} \quad \text{on} \quad \partial_N B. \tag{50}
\]
Then \( \{u, p\} \) satisfies the variational equations

\[
\int_\Omega G\varepsilon(u) : \varepsilon(\xi) \, dx + \int_\Omega \nabla p \cdot \xi \, dx - \int_{\partial_N} (\tau + p^{\text{bray}} \mathbf{n}) \cdot \xi \, dS = 0, \quad (51)
\]

for all \( \xi \in V_U = \{ \mathbf{z} \in H^1(\Omega)^3 \mid \xi|_{\partial_D\Omega} = 0 \} \), and

\[
\int_\Omega \nabla \left( (1 - \frac{\rho_0}{\rho_0}) \partial_t u \right) \psi \, dx - \int_\Omega \frac{\rho_0}{\rho_0} \partial_t u \cdot \nabla \psi \, dx + \int_\Omega k_R(n) \nabla p \cdot \nabla \psi \, dx + \int_\Omega \frac{\rho_0}{\rho_0} \frac{\kappa}{\eta_R} \nabla p \cdot \nabla \psi \, dx = \int_\Omega + \int_\Omega \rho_0 Q_F \psi \, dx - \int_{\partial_D} \mu^{\text{inj}} \psi dS, \quad (52)
\]

for all \( \psi \in V_P = \{ \gamma \in H^1(\Omega \cup \Gamma) \mid \gamma = 0 \text{ on } \partial_N\Gamma \} \).

Proof. Equation (51) was derived and used in\textsuperscript{23} pages 1375-1376, where it served as basis for the development of the phase field formulation. For this reason, we only discuss briefly the derivation of equation (52).

In the fracture \( C \), the weak form of equation (45) is

\[
\int_C \rho_0 \nabla (\nabla \varphi) \psi \, dx = \int_C \rho_0 \nabla \mathbf{Q} \cdot \nabla \psi \, dx + \int_C \mathbf{Q} \nabla \psi \, dx, \quad (53)
\]

Clearly,

\[
\int_C \nabla \varphi \, dx = \int_\Gamma \nabla \varphi_3 \psi \, dx - \int_\Gamma \nabla \varphi_3 \psi \, dx.
\]

Writing \( \Gamma = \Gamma_{\{x_3 > 0\}} \cup \Gamma_{\{x_3 \leq 0\}} \), we have

\[
\int_\Gamma \nabla \varphi_3 \cdot \mathbf{Q} \psi \, dx = \int_\Gamma \partial_t \varphi \psi \, dx = \int_\Gamma \partial_t \varphi \psi \, dx + \int_\Gamma \partial_t \varphi \psi \, dx
\]

Now, if \( L \) is a characteristic length scale of the fracture and \( w_{\text{max}} \) a characteristic width, then

\[
\delta_t = \frac{w_{\text{max}}}{L} \ll 1.
\]

With this we have

\[
\int_\Gamma \nabla \varphi_3 \cdot \mathbf{Q} \psi \, dx = \int_\Gamma \partial_t \varphi \psi \, dx + O(\delta_t)
\]

and, by smoothness of the integrand,

\[
\int_\Gamma \nabla \varphi_3 \psi \, dx = O(\delta_t).
\]

Hence, to leading order

\[
\int_C \rho_0 \nabla \varphi_3 \psi \, dx = \rho_0 \int_\Gamma \partial_t \varphi \psi \, dx.
\]

Then equation (53) becomes

\[
\rho_0 \int_\Gamma \partial_t \varphi \psi \, dx + \int_\Gamma \rho_0 \mathbf{Q} \cdot \nabla \psi \, dx - \int_\Gamma \rho_0 \mathbf{Q} \cdot \nabla \psi \, dx = \int_\Gamma \rho_0 \mathbf{Q} \cdot \nabla \psi \, dx.
\]

Furthermore, for all \( \psi \in H^1(\Omega \cup \Gamma) \), \( \psi = 0 \) on \( \partial_N\), we have

\[
\int_\Omega \rho_0 \nabla \varphi \psi \, dx = \int_\Gamma \rho_0 \mathbf{Q} \cdot \nabla \psi \, dx - \int_\Gamma \rho_0 \mathbf{Q} \cdot \nabla \psi \, dx.
\]

Summing up equations (54) and (55), and using equation (40) or (47) yields

\[
\int_\Gamma \rho_0 \nabla \varphi \psi \, dx - \int_\Gamma \rho_0 \mathbf{Q} \cdot \nabla \psi \, dx - \int_\Gamma \rho_0 \mathbf{Q} \cdot \nabla \psi \, dx + \int_\Gamma \rho_0 \mathbf{Q} \cdot \nabla \psi \, dx = \int_\Gamma \rho_0 \mathbf{Q} \cdot \nabla \psi \, dx
\]

Since

\[
\rho_0 \int_\Gamma \partial_t \varphi \psi \, dx - \rho_0 \int_\Gamma \partial_t \varphi \psi \, dx = \int_\Gamma \rho_0 \mathbf{Q} \cdot \nabla \psi \, dx,
\]

equation (56) implies equation (52). \( \square \)

To describe the process of hydraulic fracturing one needs to extend the model and add a law allowing for the growth of the fractures. In analogy to fracture theory from solid mechanics, and motivated by experimental evidence, one formulates an explicit equation for the displacement of the tip of the fracture (i.e. points/curves where the curvature of \( \Gamma \) is large). The fracture growth starts if the stress intensity factors exceed a critical value. This critical value is the fracture toughness parameter \( G_c \), which depends on the material properties. It is the so called Griffith’s criterion. For a given fracture shape, the stress intensity factors are computed by solving (43)-(47). If they exceed the critical value, one displaces the tip and the fracture grows in that direction. This procedure has found its way to commercial software, see e.g.\textsuperscript{9}. It works well when computing the growth of existing fractures, but it fails to describe the creation and/or branching and merging of fractures.

To overcome these difficulties, Francfort and Marigo\textsuperscript{11} proposed to regularize Griffith’s surface energy \( G_c \mathcal{H}^2(C) \) by the volume integral

\[
\int_B \left( \frac{1}{2} \varepsilon(1 - \varphi)^2 + \frac{\varepsilon}{2} |\nabla \varphi|^2 \right) \, dx,
\]

where \( \varepsilon > 0 \) is a (small) regularization parameter. In classical fracture mechanics \( G_c \) corresponds to the critical energy release rate. Further, \( \varphi \) is the phase field variable or order-parameter. Intuitively, \( \varphi \) is a regularization of \( 1 - \chi_c = \chi_\Omega \). In the classical work of Francfort and Marigo\textsuperscript{11}
it was shown that solutions of the problem based on (57) converge (in the sense of $\Gamma$–convergence) to a solution of the original Griffith’s formulation.

As in\textsuperscript{25} the main purpose of this paper is to generalize the approach of Francfort and Marigo to hydraulic fracturing, when the fracture $C$ is filled with a fluid and when $\Omega$ is occupied by a fluid filled porous medium. It is important to note that we are dealing with upscaled equations and conditions. As a consequence, the physical meaning of – in particular – the coupling (46)-(47) is not fundamentally understood in the sense that it has not been derived from a proper upscaling or homogenization procedure.

The phase-field unknown $\varphi$ is introduced through a regularized elastic energy functional, that is minimized for given pressure field. Then, after the form of $\Gamma_\varepsilon(\varphi)$ yields that $\text{meas}\{x, t\in B \times (0, T) | \varphi(x, t) \leq a\} \leq C(a)\varepsilon$, for every $a \in (0, 1)$. For more details see Corollary 2 from\textsuperscript{26}. Therefore the parameter $\varepsilon$ represents the characteristic length scale and formally the crack behaves as a surface when $\varepsilon \to 0$.

Throughout the analysis we impose the crack irreversibility constraint (i.e. a condition on the entropy):

$$\partial_t \varphi \leq 0. \quad (58)$$

This means that we restrict ourselves to cracks that grow in time. Since $\varphi$ regularizes $\chi_\Omega$, condition (58) implies $\varphi \leq 1$.

Since the formation of hydraulic cracks is fully dissipative in nature, there is no energy minimization principle to be used for the full phase field formulation (i.e. including the pressure equation). Therefore the key point of our approach is to formulate an energy functional in terms of the displacement $u$ and phase field $\varphi$ only, that is for given pressure $p$. This energy functional contains the presence of fractures through expression (57).

Following the seminal work of Biot\textsuperscript{4}, we consider the free isothermal energy density of a poro-elastic system. In the case of incompressible grains and an incompressible fluid it reads

$$W = \frac{1}{2} G e(u) : e(u). \quad (59)$$

The idea is to generalize this energy and to replace by it a "phase field" free energy that takes into the account the following effects:

- Degradation of the elastic properties in the fracture. This is described by multiplying the Gassmann tensor $G$ by the function $A = A(\varphi)$ satisfying

$$\left\{ \begin{array}{ll} A : & \text{smooth and non-decreasing,} \\
A(0) = k > 0, & \text{with } k \ll \varepsilon, \quad A(1) = 1. \end{array} \right. \quad (60)$$

A typical choice is $A(\varphi) = (1 - k)\varphi^2 + k$.

- The global permeability

$$\chi_0 \frac{\mathbb{K}_R(n)}{\eta_R} + \chi_0^c \frac{\mathbb{K}_F}{\eta_F}$$

is replaced by the interpolated version

$$\mathbb{K}_{eff}(n, \varphi) = \varphi + \frac{\mathbb{K}_R(n)}{\eta_R} + (1 - \varphi) \frac{\mathbb{K}_F \rho_{F0}}{\eta_F \rho_{F0}}. \quad (61)$$

- The porosity expression (22) is replaced by

$$n(\varphi, \nabla u) = 1 - (1 - n_0) \varphi^2 e^{-\nabla u - \nabla \varphi}. \quad (62)$$

This expression reflects the pressure of a damaged zone and the fracture in the sense that it describes a smooth transition from $n = 1$ in $C$ to $n = 1 - (1 - n_0) e^{-\nabla u}$ in $\Omega$.

In the above expressions we write $\varphi^2 e^{-\nabla u}$ instead of $\varphi$. Of course all coefficients $A$, $\mathbb{K}_{eff}$ and $n$ are naturally defined on $[0, 1]$. But for $\varphi$ we only have the upper bound $\varphi \leq 1$. Therefore, we replace the values of the coefficients for $\varphi \leq 0$ by their value at $\varphi = 0$. For an elaborate discussion regarding the above sketched approach, we refer to\textsuperscript{23} and further comments below.

Our new ‘phase-field’ free energy density including fractures is now

$$W_e = \frac{1}{2} A(\varphi) G e(u) : e(u) + G_e \left( \frac{1}{2\varepsilon} (1 - \varphi)^2 + \frac{\varepsilon}{2} |\nabla \varphi|^2 \right). \quad (63)$$

At this point, we note that the phase field modification of the pressure equation (52) has to be written in a way that the free energy $W_e$ is conserved.

The phase field unknown $\varphi$ describes a smooth transition from the fracture zone to the poroelastic zone. For the fracture spreading it is crucial to accurately model the location of the interface which has to enter the phase field equation in a correct way.

Our strategy is to generalize the well-established approach from fracture mechanics.

The elastic part phase field energy functional

For the moment we suppose a given pressure, but bear in mind that this pressure is linked to the displacement and the phase-field unknown. Then we borrow the energy functional from fracture theory of solid mechanics which we modify for the spatial porosity changes. As in [Coussy (2004)]\textsuperscript{8}, Sec. 4.4.2., we add to the energy functional a cross term involving the integral of the product between the pressure and the porosity change. This is the main difference with the approach of the simplified case in\textsuperscript{23} and\textsuperscript{24}. Due to the complexity of our model, it is not clear that we will be able to prove the nonnegativity of $\varphi$. Changing the pressure cross term to $\int_B \varphi \nabla p \cdot u \, dx$ is likely to give nonzero values in the domain where $\varphi$ is negative. This is not admissible. Using $\varphi^+$ instead of $\varphi$ is also unsatisfactory, since the energy functional would not be $C^1$ with respect to $\varphi$. The lack of regularity could lead to complications in the numerical simulations. Our approach is to use the function $\varphi^2 + (1 - \varphi)$ in the pressure cross term does not affect the phase field approximation. If $\varphi = 1 - \chi_\Omega$, the two functions coincide. Inserting the phase field unknown
into the variational equation (51) yields the energy functional
\[ E_c(u, \varphi) = \int_B \frac{1}{2} A(\varphi^+) G_e(u) : e(u) \, dx - \int_{\partial_n B} (\varphi - u + pu_n) \, dS + \int_B \left( \frac{\rho F_0}{\rho R_0} \varphi^2_+ \nabla p^+ - (1 - \frac{\rho F_0}{\rho R_0}) \nabla (\varphi^2_p) \cdot u \, dx + G_e \int_B \left( \frac{1 - \varphi}{2} \right)^2 \nabla \varphi^2 \right) \, dx. \] (64)

Note that the decomposition of the \( \nabla p \) corresponds to the pressure equation (52).

Calculating Fréchet’s derivatives of \( E_c(u, \varphi) \) with respect to \( u \) and \( \varphi \) gives the corresponding PDEs for these unknowns. For details we refer to \(^{25}\), subsections 3.4-3.6. Due to the quasi-static nature of the equations, we restrict ourselves in this work to the time discrete version of the equations: we study an incremental formulation in the next section.

### An incremental formulation of the fully-coupled nonlinear system

In the incremental formulation, we replace time derivatives by their discrete versions:
\[
\begin{align*}
\partial_t \varphi & \to \partial_t \varphi^* = (\varphi - \Phi^*) / (\Delta t), \\
\partial_t u & \to \partial_t u^* = (u - U) / (\Delta t),
\end{align*}
\]
where \( \Delta t > 0 \) is the time step and \( \Phi \) and \( U \) are, respectively, values of the phase field variable and displacement from the previous time step.

The entropy condition (58), imposed in its discretized form, becomes an obstacle condition. It is linked to a convex set \( K \):
\[ K = \{ \psi \in H^1(B) \mid \psi \leq \Phi \leq 1 \ \text{a.e. on } B \}. \] (65)

The sources/sinks and leak terms in the pressure terms are written as the global term
\[ \tilde{q} = Q_R \varphi^* + \left( 1 - \varphi^* \right) Q_F, \]
and the permeability \( \tilde{K}_{eff} \) is taken at porosity \( n \) from the current step and the phase field \( \Phi \) and \( K_{eff}(\Phi) \) from the previous step
\[ \tilde{K}_{eff} = K_{eff}(n(\varphi_+, \text{div} u), \Phi_+) = \Phi_+ \frac{K_{eff}(n)}{\eta_R} + (1 - \Phi_+) \frac{K_{eff}(\Phi)}{\eta_F} \frac{\rho F_0}{\rho R_0}. \]

The incremental problem, written for the displacement, phase field and pressure, now reads:
\[ - \text{div} \left( A(\varphi^+ G_e(u) + \frac{\rho F_0}{\rho R_0} \varphi^2_+ \nabla p^+ - (1 - \frac{\rho F_0}{\rho R_0}) \nabla (\varphi^2_p) \cdot u \right) = 0 \text{ in } B, \] (66)
\[ -\tilde{K}_{eff} \nabla p \cdot u = v^{inj} \text{ and } u = 0 \text{ on } \partial_D B, \] (67)
\[ G_e(u) u = \tau + p^{bdrv} \text{ on } \partial_N B, \] (68)
\[ -G_c \Delta \varphi - \frac{G_c}{\varepsilon} (1 - \varphi) + \frac{1}{2} A(\varphi) G_e(u) : e(u) + D(\varphi) \frac{\rho F_0}{\rho R_0} \nabla p \cdot U - (1 - \frac{\rho F_0}{\rho R_0}) p \text{div } U \leq 0 \text{ in } B, \] (69)
\[ \partial \Delta \varphi \leq 0 \text{ on } B, \] (70)
\[ \left( -G_c \Delta \varphi - \frac{G_c}{\varepsilon} (1 - \varphi) + \frac{1}{2} A(\varphi) G_e(u) : e(U) + \frac{\rho F_0}{\rho R_0} D(\varphi) \nabla p \cdot U - (1 - \frac{\rho F_0}{\rho R_0}) D(\varphi) p \text{div } U \right) \partial \Delta t \varphi = 0 \text{ in } B, \] (71)
\[ \frac{\partial \varphi}{\partial n} = 0 \text{ on } \partial B, \] (72)
\[ -\text{div} (\tilde{K}_{eff} \nabla p) + \frac{\rho F_0}{\rho R_0} \text{div} (\partial \Delta t (\varphi^2_+ u)) + (1 - \frac{\rho F_0}{\rho R_0}) \partial \Delta t (\varphi^2_+ \text{div } u) = \tilde{q} \text{ in } B, \] (73)
\[ p = p^{bdrv} \text{ on } \partial_N B. \] (74)

Here (71) is the strong form of Rice’ complementarity condition. The functions \( A \) and \( D \) correspond to discrete derivatives of \( A \) and \( \varphi^2_+ \) and are given by
\[ A(\varphi^+) = A(\varphi^+) - A(\Phi^+), \quad D(\varphi) = \varphi^2 - \Phi^2. \] (75)

For the construction of the Lyapunov functional, it is important to deal with discrete derivatives in (75) and not with \( A' \) or \( (\varphi^2_+)' \). This will be seen later in the paper.

The modeling and analysis of the case of a linear poroelastic medium was undertaken in \(^{25}\). To the best of our knowledge, the present work is the first result on phase-field modeling of the full system in the case of nonlinear poroelasticity. The mathematical and numerical analysis of the corresponding incremental \( \{ u, \varphi, p \} \)-problem has not yet been undertaken in the literature.

### Well-posedness of the incremental model

We impose the following on the data of the problem

**Hypothesis 1.**
\[ G : \text{ positive definite constant rank-4 tensor,} \]
\[ \tilde{K}_{eff} : \text{ positively definite and bounded symmetric matrix which depends continuously on } n \text{ and } \Phi. \text{ Moreover, its ellipticity constant is independent of the arguments.} \]
\[ U \in V_U, \Phi \in H^1(B), \Phi \leq 1 \ \text{a.e. on } B; \]
\[ \tau \in L^2(\partial_N B), \quad p^{bdrv} \in H^1(B), \]
\[ v^{inj} \in L^2(\partial_D B) \quad \text{and} \ \tilde{q} \in L^2(B). \]

Here and below \( V_U \) and \( V_P \) are defined in Proposition 2.

### A finite dimensional approximation in space of the incremental problem

Let \( \{ v_r \}_{r \in \mathbb{N}} \) be a basis for \( H^1(B) \), \( \{ \pi_r \}_{r \in \mathbb{N}} \) for \( V_P \) and \( \{ w^r \}_{r \in \mathbb{N}} \) for \( V_U \). We start by defining a finite dimensional approximation to problem (66)-(74). Let Hypothesis 1 be
satisfied and let $N \in \mathbb{N}$ denote the penalization parameter. Further, let $\hat{\varphi} = \inf \{1, \varphi_+ \}$, $V_U^N = \text{span} \{w^r\}_{r=1,...,N}$, $V_P^N = \text{span} \{\pi_r\}_{r=1,...,N}$ and $W^N = \text{span} \{\psi_r\}_{r=1,...,N}$.

**Definition 3.** (Penalized approximation). The triple \( \{u^N, \varphi^N, p^N\} \), with $u^N = \sum_{r=1}^{N} a_r w^r$, $p^N = p^{\text{bdry}} + \sum_{r=1}^{N} d_r \pi_r$ and $\varphi^N = \Phi + \sum_{r=1}^{N} b_r \psi_r$, is called a finite dimensional approximate solution of problem (66)-(74) if it satisfies the discrete variational formulation

$$
\int_B (A(\hat{\varphi}^N)u^N : e(w^r) + \frac{\rho_{\text{FO}}}{\rho_{RO}} (\hat{\varphi}^N)^2 \nabla p^N \cdot w^r + (1 - \frac{\rho_{\text{FO}}}{\rho_{RO}}) V((\hat{\varphi}^N)^2 p^N) \cdot w^r) \, dx = \\
\int_{\partial_B} (\tau \cdot w^r + p^{\text{bdry}} u^r_n) \, dS, \quad \forall r = 1, \ldots, N; \quad (76)
$$

**Existence of a solution to the incremental problem**

In this section we show existence of a weak solution:

**Theorem 5.** Let Hypothesis 1 holds true. Then there exists at least one variational solution $\{u, \varphi, p\} \in V_U \times (H^1(B) \cap K) \times V_P$ of problem (66)-(74).

**Proof.** By Proposition 4, there exists a finite dimensional solution $\{u^N, \varphi^N, p^N\}$ of problem (76)-(78), satisfying the a priori estimate (80). Let $\delta = N$. Therefore there exists $\{u, \varphi, p\}$ and a subsequence, denoted again by the same superscript, such that in the limit $N \to \infty$

$$\{u^N, \varphi^N, p^N\} \to \{u, \varphi, p\} \text{ weakly in } V_U \times H^1(B) \times V_P, \text{ strongly in } L^q(B), q < 6, \text{ and a.e. on } B. \quad (81)$$

Obviously $(\varphi^N - \Phi)_+ \to 0$, as $N \to \infty$, and $\varphi \in K$.

Since $\hat{\varphi}^N \to \hat{\varphi}$ strongly in $L^q(B)$, for all $q < +\infty$, we can pass to the limit in equation (76) directly. Therefore, the triple $\{u, \varphi, p\}$ satisfies equation (66) and boundary condition (68).

Passing to the limit $N \to \infty$ in equation (77) is along the same lines as in the proof of Theorem 1 from [25] and we conclude that $\{u, \varphi, p - p^{\text{bdry}}\} \in V_U \times (H^1(B) \cap K) \times V_P$ is a solution to the inequality (69) and (70). In addition the Rice condition (71) holds.

Concerning the variational equation (78), the permeability $\tilde{\kappa}_{eff}$ depends on $n$, which is a function of $\text{div} \ u$ and $\varphi$. Therefore, we need some more work to conclude that the triple $\{u, \varphi, p\}$ satisfies equation (73) and boundary conditions (67), (74). It is tempting to follow the approach from [5], who used a result from [28] on the strong $H^1$-convergence of the displacement if the pressure converges strongly in $L^2$. However, that result was established for the continuous space setting. Here we give a self-contained proof for the convergence of the Galerkin approximation.

Let $\Pi_N : V_U \to V_U^N$ be a projector such that $\Pi_N v \to v$ in $H^1(B)^3$, as $N \to +\infty$. Note that, by (81), $u^N - \Pi_N u \to 0$ strongly in $L^2(B)^3$ and weakly in $H^1(B)^3$, as $N \to +\infty$. Let $\lambda = \frac{\rho_{\text{FO}}}{\rho_{RO}}$. Then we have

$$\int_B (A(\hat{\varphi})u^N : e(u^N) + (1 - \lambda) \nabla ((\hat{\varphi}^N)^2 p^N)) \cdot (u^N - \Pi_N u) \, dx = \\
\int_{\partial_B} (\tau \cdot (u^N - \Pi_N u) + p^{\text{bdry}} (u^N - \Pi_N u) \cdot n) \, dS. \quad (82)$$

$$\int_B (A(\hat{\varphi})u^N : e(u^N) + (1 - \lambda) \nabla ((\hat{\varphi}^N)^2 p^N)) \cdot (u^N - \Pi_N u) \, dx = \\
\int_{\partial_B} (\tau \cdot (u^N - \Pi_N u) + p^{\text{bdry}} (u^N - \Pi_N u) \cdot n) \, dS + \\
\int_B (A(\hat{\varphi})u^N : e(u^N) - \Pi_N u) \, dx. \quad (83)$$
Subtracting equalities (82)-(83) yields
\[
\int_B \left( A(\tilde{\varphi}) - A(\tilde{\varphi}) \right) \varphi e(N) : (\varphi e(N)) \, dx = 0
\]
\[
\int_B \left( A(\tilde{\varphi}) - A(\tilde{\varphi}) \right) \varphi e(N) : (\varphi e(N)) \, dx + \lambda \int_B \left( (\tilde{\varphi})^2 \nabla p - (\tilde{\varphi})^2 \nabla p \right) \cdot (\varphi e(N)) \, dx
\]
\[
= - (1 - \lambda) \int_B \left( (\tilde{\varphi})^2 \nabla p - (\tilde{\varphi})^2 \nabla p \right) \nabla (\varphi e(N)) \, dx
\]
\[
- \int_B \left( A(\tilde{\varphi}) \varphi e(N) - (\tilde{\varphi})^2 \nabla p \cdot (\varphi e(N)) \right) \, dx.
\]
Equality (84) allows us to conclude that
\[
\varphi e(N) \rightarrow 0 \quad \text{in} \quad H^1(B)
\]
and
\[
\nabla \varphi e(N) \rightarrow \nabla \varphi \quad \text{strongly in} \quad L^2(B), \quad N \rightarrow +\infty.
\]

With the above strong convergence, passing to the limit \( N \rightarrow +\infty \) in equation (78) is straightforward and proof of the theorem is complete. □

**Lyapunov functional for the incremental problem**

In this subsection we show that the “phase field” free energy (63) acts as a Lyapunov functional for the incremental (time discrete) problem (66)-(74).

In (66)-(74), where the discrete time step enters as parameter, one finds the triple \( \{U, \varphi, p\} \) from the "initial values" \( \{U, \Phi\} \). The idea is to repeat the procedure for an arbitrary \( (N \in \mathbb{N}) \) number of times to obtain a time discretized approximation of the original quasi-static equations.

Assuming that \( \Delta t \) is the same for each step, we introduce the discrete times
\[
t_j = j \Delta t, \quad j = 0, \ldots, N.
\]
For \( j = 1, \ldots, N \), let \( \{u_j, \varphi, p\}(t_j) \) denote the solution of problem (66)-(74) with
\[
\Phi = \varphi(t_{j-1}), \quad U = u(t_{j-1})
\]
and where
\[
u(0) \in V_U \quad \text{and} \quad \varphi(0) \in H^1(B), \quad \Phi \leq 1 \quad \text{(a.e.)} \quad \text{in} \quad B.
\]
With these values, we define the approximate solution by
\[
\{u(t), \varphi(t), p(t)\} = \{u_j(t), \varphi_j(t), p_j(t)\}
\]
for \( t_j \leq t < t_{j+1} \) and for \( j = 0, \ldots, N - 1 \).

In the following justification, we suppose for simplicity \( p^{bdry} = 0 \). Having a non-homogeneous pressure boundary condition does not pose an essential problem but leads to long and cumbersome expressions.

Next, introduce the Lyapunov functional at \( t_N = N \Delta t \)
\[
J_N = \frac{1}{2} \int_B \left( A(\tilde{\varphi}) \varphi e(N) : (\varphi e(N)) + \varphi e(N)^2 + G_c(\varphi e(N))^2 + \right) \, dx - \sum_{j=0}^{N-1} \int_{\partial_B} \varphi(t_j) \cdot u_N \, dS.
\]

Then we have the following result:

**Theorem 6.** Suppose Hypothesis 1 holds and, in addition, \( p^{bdry} = 0 \). Then we have the estimate:
\[
J_N + \Delta t \sum_{j=0}^{N-1} \int_B \tilde{\varphi}_{eff}(t_j) \nabla p(t_{j+1}) \cdot \nabla p(t_{j+1}) \, dx \leq J^0 + \Delta t \sum_{j=0}^{N-1} \int_{\partial_B} \nabla p(t_{j+1}) \cdot u(t_{j+1}) \, dS + \Delta t \sum_{j=0}^{N-1} \int_{\partial_B} v^{inj}(t_{j+1}) p_{j+1} \, dS + \Delta t \sum_{j=0}^{N-1} \int_B \tilde{q}(t_{j+1}) p_{j+1} \, dx,
\]
where \( J^0 \) is calculated using the initial values of the unknowns.

**Proof.** The proof goes along the same lines as the proof of Theorem 2 from 25. □

**Numerical tests**

We substantiate our modeling through some numerical tests. First, the discretization and solution algorithm are briefly described. Afterwards, two 2d configurations yielding six test cases are presented.

**General comments on the discretization, solution algorithm and programming code**

For spatial discretization we use a Galerkin finite element scheme on quadrilaterals with bilinear shape functions. Temporal discretization is based on the backward Euler scheme. The nonlinear system is treated with Newton’s method in which a GMRES (generalized minimal residual) method with algebraic block-preconditioning is employed for solving the linear equations. Here we notice that the displacement/phase-field system is very challenging to be solved when treated in a fully monolithic fashion, e.g., 13,30. For this reason, we extrapolate \( \varphi \) in the \( \varphi \)-equation (76) as suggested in 16.

The programming code is an extension of our previous version 25 using the finite element package deal.II. All principle details on Newton’s method and the Jacobian matrix can be found therein. The novelty from the algorithmic point of view is to incorporate the nonlinear permeability in the pressure equation (78).

**Discretization and linearization of the pressure equation**

We now concentrate on the linearization of the pressure equation (78). As previously mentioned, the displacement/phase-field system (76) - (77) has been discussed in detail in other studies, e.g., 25.
In weak form, the incremental pressure on the spatially continuous level reads:

\[
A_p(U)(\pi) := \frac{\rho F_0}{\rho R_0} \int_B \div(\varphi \mathbf{u}) \pi \, dx + \\
\int_B \left( \frac{\rho F_0}{\rho R_0} \div \left( (\varphi^2 \mathbf{u}) + (1 - \frac{\rho F_0}{\rho R_0}) \varphi^2 \div \mathbf{u} \right) \pi \, dx \\
+ \Delta t \int_B \tilde{K}_{eff} \nabla p \cdot \nabla \pi \, dx - \Delta t \int_B \bar{q} \pi \, dx \\
- \Delta t \int_{\partial B} v^{m,p} \, dS - \int_B \left( \frac{\rho F_0}{\rho R_0} \Phi \div (\mathbf{U}) \pi \, dx \right),
\]

where \(U := \{u, \varphi, p\}\). When we derive the directional derivative we first remark that the first and the last two terms are given data and previous time step solutions. We recall that \(\tilde{K}_{eff}\) is defined in (61). Next, \(k_R(n) := k_R(n(u, \varphi))\) is defined in (4). Then, \(n := n(u, \varphi)\) is defined in (62).

Applying several times the chain rule to the first terms in \(A_p(U)(\pi)\), we obtain:

\[
A_p(U)(dU, \pi) = \frac{\rho F_0}{\rho R_0} \int_B \div \left( \varphi^2 \mathbf{u} + 2u \varphi + H(1 - \varphi) d\varphi \right) \pi \, dx + \\
(1 - \frac{\rho F_0}{\rho R_0}) \int_B \left( \varphi^2 \div \mathbf{u} + 2 \mathbf{u} \varphi + H(1 - \varphi) d\varphi \right) \pi \, dx \\
+ \Delta t \int_B \left( \tilde{K}'_{eff}(d\mathbf{u}) \nabla p + \tilde{K}_{eff} d\pi \right) \cdot \nabla \pi \, dx,
\]

with \(dU := \{d\mathbf{u}, d\varphi, dp\}\). In \(\tilde{K}_{eff}\) we time-lag the phase-field variable and obtain:

\[
\tilde{K}_{eff} = \tilde{K}_{eff}(n(u, \varphi), \Phi) = \Phi + k_R(n) \eta_R + (1 - \Phi) k_F \eta_F.
\]

The directional derivative reads:

\[
\tilde{K}'_{eff}(n, \Phi)(d\mathbf{u}) = \frac{dK_{eff}}{dn} \frac{dn}{d(u, \varphi)} \\
= \Phi + k_R(n) \eta_R \left(1 - \eta_0 \right) e^{-\div \mathbf{u} \varphi^2 \div \mathbf{u} - 2 \varphi + d\varphi},
\]

where \((k_R(n))'(d\mathbf{u})\) is left for the reader using again the chain and quotient rules.

**Remark 7.** Spatial discretization is later indicated by adding the index \(h\).

**Newton’s method**

We now formulate Newton’s method for the full system given in Definition 3. Here, the semi-linear form \(A(\cdot)(\cdot)\) describes the entire variational formulation in which the three subsystems are summed up.

**Algorithm 1.** Newton iteration of the fully-coupled system.

At a given time level; repeat the Newton iterations for \(k = 0, 1, 2, \ldots\):

1. Find \(dU^h_k := \{d\mathbf{u}^h_k, d\varphi^h_k, dp^h_k\}\) by solving the linear system

\[
A'(U^h_k)(dU^h_k, \Psi^h) = -A(U^h_k)(\Psi^h),
\]

for all \(\Psi \in V^h_W \times W^h \times V^h_P\).

2. Find a step size \(0 < \omega \leq 1\) using line search to get

\[
U^h_{k+1} = U^h_k + \omega dU^h_k,
\]

such that \(A(U^h_{k+1})(\Psi^h) < A(U^h_k)(\Psi^h)\).

Finish the Newton loop if the stopping criteria is fulfilled:

\[
|A(U^h_k)(\Psi^h)| < \text{TOL}, \quad \text{TOL} > 0.
\]

**Remark 8.** Inside Newton’s method the semi-linear form is composed as the sum of the single variational formulation of the displacement, phase-field and pressure equations. We notice that the pressure equation has been previously derived and details on the displacement-phase-field system can be found in [25].

**Remark 9.** The crack irreversibility constraint is realized with a primal-dual active set strategy that has been worked out for phase-field fracture in [16]. The result is a combined semi-smooth Newton method that solves for both the constraint and the nonlinear problem. The algorithm for the linear Biot case is stated in detail in [25].

**Parameters for the numerical tests**

All parameters are summarized in Table 2.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>SI unit</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>(k)</td>
<td>bulk regularisation</td>
<td>10^{-12}</td>
<td>m</td>
</tr>
<tr>
<td>(\varepsilon)</td>
<td>phase-field regularisation</td>
<td>2h</td>
<td>m</td>
</tr>
<tr>
<td>(h)</td>
<td>discretisation parameter</td>
<td>0.044</td>
<td>m</td>
</tr>
<tr>
<td>(\Delta t)</td>
<td>time step size</td>
<td>0.01</td>
<td>s</td>
</tr>
<tr>
<td>(T)</td>
<td>time interval</td>
<td>50</td>
<td>s</td>
</tr>
<tr>
<td>(k_{ref})</td>
<td>Reference permeability</td>
<td>10^{-10}</td>
<td>Darcy</td>
</tr>
<tr>
<td>(\eta_R)</td>
<td>Reservoir fluid viscosity</td>
<td>10^{-3}</td>
<td>kg/m sec</td>
</tr>
<tr>
<td>(\eta_F)</td>
<td>Fracture fluid viscosity</td>
<td>10^{-3}</td>
<td>kg/m sec</td>
</tr>
<tr>
<td>(p_{inj})</td>
<td>Injection pressure</td>
<td>10^{-8}</td>
<td>Pa</td>
</tr>
<tr>
<td>(E)</td>
<td>Young’s modulus</td>
<td>10^8</td>
<td>Pa</td>
</tr>
<tr>
<td>(\nu_{G})</td>
<td>Poisson’s ratio</td>
<td>0.2</td>
<td></td>
</tr>
<tr>
<td>(G_c)</td>
<td>Critical energy release rate</td>
<td>1</td>
<td>J/m^2</td>
</tr>
</tbody>
</table>

Table 2. Parameters for the numerical examples

The point source injection is modeled as \(\bar{q} = p_{inj} \pi \exp(-C_0/d_1(x-x_0)^2)\) with \(d = 10000\) Pa, \(C_0 = 1\) Pa/m² and \(x_0 = (2, 2)\) m. The fracture permeability is computed as \(K_F \sim w^2/12\eta_F\) where \(w\) is the width of the fracture. The domain is \(\Omega = (0, 4)^2\) with boundary \(\partial\Omega\).

**Boundary conditions and test cases**

We split the boundary as \(\partial B = \partial_l B \cup \partial_r B \cup \partial_u B \cup \partial_d B\) into left, right, bottom, and top boundary sections. We design two examples, a straight fracture and two fractures, yielding six test cases:

- **Case 1** (straight fracture): \(u = 0\) and \(p = 0\) on \(\partial_l B\);
- **Case 2** (two fractures): \(u = 0\) and \(p = 0\) on \(\partial_r B\);
- **Case 3** (straight fracture): \(u = 0\) and \(\nabla \cdot n = 0\) on \(\partial_l B\) and \(Gc(u)n = \tau + p_{bdr}n\) and \(p = 0\) on \(\partial_r B\) with \(\tau = (0, 0)\);
- **Case 4** (two fractures): \(u = 0\) and \(\nabla \cdot n = 0\) on \(\partial_l B\) and \(Gc(u)n = \tau + p_{bdr}n\) and \(p = 0\) on \(\partial_r B\) with \(\tau = (0, 0)\);
• Case 5 (straight fracture): \( u = 0 \) and \( \nabla p \cdot n = 0 \) on \( \partial_{l,r}B \) and \( Ge(u)n = \tau + p_{bdry}n \) and \( p = 0 \) on \( \partial_{h,t}B \) with \( \tau = (0, -1.0 \times 10^5) \) on \( \partial_h B \) and \( \tau = (0, 1.0 \times 10^5) \) on \( \partial_t B \)

• Case 6 (two fractures): \( u = 0 \) and \( \nabla p \cdot n = 0 \) on \( \partial_{l,r}B \) and \( Ge(u)n = \tau + p_{bdry}n \) and \( p = 0 \) on \( \partial_{h,t}B \) with \( \tau = (0, -1.0 \times 10^5) \) on \( \partial_h B \) and \( \tau = (0, 1.0 \times 10^5) \) on \( \partial_t B \)

With regard to the boundary conditions, we notice that also used \( p = 0 \) for a related test using the linear Biot model and used mixed boundary conditions with traction forces of a similar order as we employed in our simulations. We furthermore notice that in the cases 2, 4 and 6, the fluid is only injected into the horizontal fracture. The vertical fracture is empty at the initial time. This can be seen by observing the pressure field in Figure 10.

In the following, we focus our attention to the cases 5 and 6 for discussing the phase-field solution, pressure solution, and crack opening displacements. In fact our findings for the cases 1 and 2 are similar to in which we worked with the linear Biot equations. For all six test cases, however, we show the evolution of the minimum and maximum permeabilities in the Figures 6 and 7.

**Figure 4.** A straight fracture (case 5): Fracture pattern displayed in terms of the phase-field variable \( \varphi \) at \( T = 0.01s \) and \( T = 0.5s \).

**Figure 5.** A straight fracture (case 5): pressure, porosity, and displacements at \( T = 0.5s \).
A straight fracture (cases 1,3,5)

In this first example, an initial crack is described with length \( l_0 = 0.4 \) on \( \mathcal{C} = (1.8 - h, 2.2 + h) \times (2 - h, 2 - h) \subset \Omega \). A single-phase fluid with source term \( q \) is injected into the middle of the domain in the point \((2, 2)\).

As previously mentioned, we concentrate on results from Case 5. The crack patterns are displayed in Figure 4. The pressure, porosity, and \( u_y \) displacements are illustrated in Figure 5. We observe the typical shape of the crack opening displacement; namely zero opening at the tips of the fracture and largest opening in the middle. In Figure 5 (bottom) we clearly see the influence of the nonhomogeneous traction forces. The evolution of the (nonlinear) permeabilities is displayed in Figure 6. Here, case 3 (zero traction force) yields comparable findings to case 1 as we expected. The minimal permeability for non-zero traction forces is higher as it is reasonable.

Figure 6. A straight fracture: evolution and values of the minimum and maximum of \( K_R \) for the cases 1,3,5.

Figure 7. Two fractures: evolution and values of the minimum and maximum of \( K_R \) for the cases 2,4,6.

Figure 8. Two fractures (case 6): porosity \( n \) at \( T = 0.01s \) and \( T = 0.5s \).
Two fractures (cases 2, 4, 6)

In this second test, the domain, boundary conditions and the first fracture (the horizontal one) remain the same as in the first example. We now add a second, vertically-aligned fracture on \((2.6 \pm h, 2.0 \pm 0.2)\). We only do inject a fluid into fracture 1 (like in the first example). Consequently, the second fracture can be seen as a natural non-pressurized fracture.

Analyzing our findings, the following conclusions can be inferred: In Figure 9, we observe the crack pattern evolution and see that only fracture 1 starts propagating because fracture 2 is not pressurized. For case 2 the two fractures join at \(T = 0.29\) s and for case 4 at \(T = 0.26\) s and case 6 at \(T = 0.21\) s. The evolution of the minimal and maximal permeabilities is displayed in Figure 7.

![Figure 9](image9.png)

**Figure 9.** Two fractures (case 6): Fracture pattern displayed in terms of the phase-field variable \(\varphi\) at \(T = 0.01\) s, and \(T = 0.5\) s for both cases.

![Figure 10](image10.png)

**Figure 10.** Two fractures (case 6): pressure field at \(T = 0.01\) s, \(T = 0.21\) s and \(T = 0.5\) s.
Conclusion

In this work, we derived and analyzed phase-field fracture propagation in a nonlinear incompressible and deformable porous medium. The simulations presented in the article show similarities with the case of a linear poroelastic medium from\(^\text{25}\). Nevertheless the phase-field variable and pressure profiles seem to be more smooth. This can be justified by the porosity that changes with the solid skeleton compression and phase-field, and also by the permeability depending on the porosity. We envisage to undertake more numerical tests in forthcoming research.
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